We present an empirical approach to analyze the course of usage change in scientific writing. A great amount of linguistic research has dealt with grammatical changes, showing their gradual course of change, which nearly always progresses stepwise (see e.g. Bybee et al. 1994, Hopper and Traugott 2003, Lee 2011, De Smet and Van de Velde 2013). Less well understood is under which conditions these changes occur. According to De Smet (2016), specific expressions increase in frequency in one grammatical context, adopting a more conventionalized use, which in turn makes them available in closely related grammatical contexts.

Our approach is based on information theory (cf. Shannon 1948), where the amount of information conveyed by a linguistic unit is measured based on the probability of a unit given a context, termed surprisal. If surprisal is low, the unit has high probability of occurring in a given context, if surprisal is high, the probability of that unit to appear in a given context is low. A greater number of low surprisal units indicates a conventionalized use, while a greater number of high surprisal units indicates productive use.

To observe the course of usage change in scientific writing, we use two scientific corpora: the Royal Society Corpus (RSC; Kermes et al. 2016) built from the Proceedings and Transactions of the Royal Society of London spanning from 1665 to 1869, and the Scientific Text Corpus (SciTex; Degaetano et al. 2013) consisting of research articles from the 1970/80s and 2000s. Based on the linguistic unit under investigation, surprisal is calculated for each unit and annotated into both corpora.

In our analyses, we investigate different linguistic phenomena undergoing usage change. Consider, e.g., at the morphological level the combining form –lysis, which increases in frequency over the 350 years investigated and denotes decompositions or dissolution. Examples of –lysis in different word classes are analysis, electrolysis (noun), analytical, paralytic (adjective), analys/ze, hydrolys/ze (verb), and analytically, electrolytically (adverb). Surprisal is calculated based on the different forms of –lysis given the preceding part of the word and two previous words (i.e. their preceding context). Preliminary results (see Figure 1) show that nouns become quite predictable over time with an increase of low surprisal values (dark grey bars, reaching almost 80%), i.e. they adopt a quite conventionalized use. Moreover, since noun forms of –lysis become more predictable, –lysis spreads out to other word classes: adjectives, verbs, and adverbs. Forms in these word classes (see e.g. verb in Figure 1) increase in predictability (i.e. low surprisal) only in later time periods. As specific forms become more predictable in one of these word classes (e.g. different verb forms of analyze), other forms are coined (co-analyzed, preanalyzed, re-analyzed). Thus, while units become more predictable, i.e. more conventionalized, these units are used in other contexts, resulting in an increase in productivity.
Figure 1: Percentage of surprisal in low, middle and high bins across time for different word classes of the combining form –lysis
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